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Abstract

Our brain solves computational challenges in a highly distributed manner encoded in the collective

activity of neural populations. Understanding the dynamical processes underpinning neural

computations can help informing algorithmic principles for AI systems. In this talk, we will discuss how

using machine learning, geometry and dynamical systems theory facilitate discovering better models of

how the brain works and reverse-engineering the dynamical processes that underpin complex animal

behaviours.
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